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Communication is classified in terms of verbal and
nonverbal information. We discuss an acquisition
method of knowledge from nonverbal information. In
particular, a gesture is an efficient form of nonverbal
communication as well as in verbal ways, and we for-
mulate here a method that measures similarity and es-
timation between gestures. A gesture includes human
embodied knowledge, and therefore the visible bodily
actions can communicate particular messages. How-
ever, we have infinite patterns for gesture, determined
by personality. Recently, the singular spectrum analy-
sis method is utilized as an attractive method. In this
paper, we propose a new method for acquiring embod-
ied knowledge from time-series data on gestures using
singular value decomposition. The motion behavior
is categorized into several clusters with similarity and
estimation between interval time-series data. We dis-
cuss the usefulness of the proposed method using an
example of gesture motion.

Keywords: human embodied knowledge, skill acquisi-
tion, motion recognition, singular value decomposition

1. Introduction

Human-friendly robots are expected to support future
daily life at home, office, and medical treatment, and as-
sure safety and security in natural disasters or large-scale
accident [1]. Unlike industrial robots working in facto-
ries, human-friendly robots must be able to communicate
in ways similar to how persons communicates, and such
how to communicate can allow us to avoid fear for robot.
The communication between human and robot is classi-
fied into verbal and nonverbal information. Persons com-
municate in nonverbal ways such as gestures, facial ex-
pression, posture, appearance, listening, and eye contact,
as well as in verbal ways, such as speaking and writing.
We have been studying models to acquire knowledge from
nonverbal information of robot. In particular, a gesture is
an efficient form of nonverbal communication, and so we
are focusing clearly on methods that acquire knowledge

from human gestures for teaching them to robots.
To develop human-friendly robots, we need inherent

skill ability to internalize in a body as embodied knowl-
edge by external action [2–9], e.g., how to acquire skill
while moving economically as athletes, how to make
movement more flexible as martial artists, how to uplift
feeling as musicians, and how to acquire specific finger
sensitivity as ceramists, or how to move attractively as
dancers. Such skill is a native human endowment and we
should implement this skill as knowledge embodied in a
robot.

In this paper, we propose a new method to acquire em-
bodied knowledge of gesture movement [10, 11]. Ges-
ture recognition has been studied extensively, and there
have been varied approaches to handling gesture recogni-
tion. Mitra et al. [12] surveyed methods of gesture recog-
nition, and applied the Hidden Markov model to gesture
motion data. Iwai et al. [13] proposed a CAD method
to recognize hand gestures from a monocular image de-
tected using colored gloves. Lamar et al. [14] proposed
a neural network, Temporal-CombNET (T-CombNET),
which deals with time series and classification, and ap-
plied it to Japanese-Kana finger spelling recognition.
Jerde et al. [15] used an instrumented glove to measure
the angular positions of hand joints for recognizing fin-
gerspelling hand shapes, and reduced hand dimensional-
ity by discriminant analysis using Principal Component
Analysis (PCA). Suk et al. [16] proposed gesture recogni-
tion model for recognizing hand gestures in video stream-
ing using dynamic Bayesian network framework or DBN
model. In addition, several other methods has been pro-
posed [17, 18]. The Hidden Markov model is not, how-
ever, effective if the number of states is large, e.g., that
data includes a different long period and discontinuous
data. Since neural network is too sensitive in time-series
data length, the accuracy is not so well. Principal Com-
ponent Analysis reduces the number of explanatory vari-
ables, and is a kind of model for visualization with prin-
cipal component variables. It is possible however to lose
significant principal component variables when the pro-
portion of variance is low and the number of the data is
inadequate.

In our approach [19], we discuss a new gesture recog-
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nition method to identify 3-dimensional gesture motions
using Singular Value Decomposition (SVD), in which left
and right singular vectors, and singular values are decom-
posed from the Hankel matrix. Since the left singular vec-
tor represents Hankel matrix characteristics and the singu-
lar value means the strength of the left singular vector, it
is used more generally as a method for extracting charac-
teristics from observed data. When the Hankel matrix is
defined from time-series data, the method to find domi-
nant components using singular value decomposition on
Hankel matrices is called Singular Spectrum Analysis.
Recently, the singular spectrum analysis is used in time-
series data analysis for data mining [20] and motion anal-
ysis to extract similarities and differences in human be-
havior [21]. Applications using Singular Value Decompo-
sition include computing the pseudo inverse, least squares
data fitting, matrix approximation, and determining the
rank, range, and null space of a matrix [22].

In our proposed model, we formulate the criteria of
similarity and estimation between gestures and we distin-
guish among gestures in dimension space of left singular
vectors. To formulate criteria, we proposed two kinds of
methods, first method to measure the similarity between
gesture distances and the second method to measure the
similarity of the gesture vector. We applied the proposed
methods to five gestures, and discuss the usefulness of the
proposed methods by the motion examples.

2. 3-Dimensional Gesture Measurement

Our approach assumes that skill ability consists of hier-
archical structure with a mono-functional layer to gener-
ate the single function result and a meta-functional layer
that adapted itself to environmental change as shown in
Fig. 1. We assume that skill is knowledge embodied in
the human body. Therefore, we attach an action tag to ev-
ery gesture after having detected movement and identify
relations between gesture data and action tags as an inter-
nal model using Singular Value Decomposition. In gen-
eral, supervisor signal does not exist to the physical move-
ment, but it is said that we acquire a calculation model in
brain instead of supervisor signal as to environmental in-
put and output which surround the brain [23]. This com-
putational model is called an internal model, for which
Kawato [24] has argued that inverse model with feedback
and feedforward control is useful in modeling motor con-
trol. Miall et al. [25] proposed a forward model to output
a signal to the controlled object via feedback control using
the Smith predictor having no time delay for the control.
The forward and inverse models are remarkable in consti-
tuting an internal model. Instead of arguing about internal
model construction, we propose identifying the relation-
ship between sensor input and the output of internal model
movement as knowledge. We propose two methods to
identify of the internal model, measuring the similarity
between gesture distances and measuring the similarity
between gesture vectors. Since these two identification
models are data-dependent, the priority of identification

Fig. 1. Proposed model.

Fig. 2. Experiment environment.

model use depends on the data.
Hand gestures are measured with Movetr/3D and

GE60/W (Library, Tokyo, Japan). Subjects are two men,
SW and ST, in their 20s. Five markers were measured,
M1 at the tip of the thumb, M2 on the tip of the middle fin-
ger, M3 at the tip of the little finger, M4 at the thumb-side
of the wrist, and M5 at the little finger side of the wrist.
Gestures were performed in 50 cm × 50 cm × 50 cm cu-
bic space, whose zero point and coordinates are shown in
Fig. 2. In experiments, five hand gestures – Come Here
(CH), Go Away (GA), Go Right (GR), Go Left (GL) and
Calm Down (CD) – were performed by the 2 subjects, and
9 times each by each subject. Data on the first 5 times was
used to acquire gesture pattern. Data on last 4 times was
used to be distinguished.

The measurement time-series data of M2 when subject
SW performed the five gestures is shown in Fig. 3. Five
hand gestures are shown in Fig. 4. In Fig. 3, movement
change for GA, CH and CD is big at top and bottom onto
the z-axis and in front and back onto the y-axis. For GR
and GL, movement change is big left and right onto the
x-axis.

3. Gesture Analysis Using Singular Value
Decomposition

Suppose that the hand has w measurement points
(P1,P2, . . . ,Pw). At point Pi, the measured data series of
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Fig. 3. Time-series data of gestures.

Fig. 4. Five kinds of hand gestures.

gesture G is denoted as τ i,G. Data series τ i,G consists
of 3-dimensional data (Xi,G,Y i,G,Zi,G). Time-series data
τ i,G = (Xi,G,Y i,G,Zi,G) is decomposed into n vectors by
m data sampling by overlapping, and matrices Mi,G

X ,Mi,G
Y

and Mi,G
Z are constructed as a collective of the change in

X , Y and Z coordinates of gestures. The design of how
to construct matrix Mi,G

X is shown in Fig. 5. Matrices
Mi,G

X ,Mi,G
Y , and Mi,G

Z are expressed as follows:

Mi,G
X = (Xi,G

1 ,Xi,G
2 , . . . ,Xi,G

n )T . . . . . . (1)

Mi,G
Y = (Y i,G

1 ,Y i,G
2 , . . . ,Y i,G

n )T . . . . . . (2)

Mi,G
Z = (Zi,G

1 ,Zi,G
2 , . . . ,Zi,G

n )T . . . . . . (3)

where Xi,G
p = (xi,G

p,1,x
i,G
p,2, . . . ,x

i,G
p,m), p = 1,2, . . . ,n, and x is

data on X coordinates. We define Y i,G
p and Zi,G

p the same
way.

Fig. 5. Design of matrix Mi,G
X .

Suppose Mi,G
k , k = {X ,Y,Z} is an m-by-n matrix as the

general format of Mi,G
X ,Mi,G

Y ,Mi,G
Z . The factorization of

the form is as follows:

Mi,G
k = Ui,G

k Σi,G
k {V i,G

k }T . . . . . . . . (4)

where Ui,G
k = (ui,G

1,k ,u
i,G
2,k, . . . ,u

i,G
m,k) is an m-by-m unitary

matrix, {V i,G
k }T the conjugate transposition of V i,G

k =
(vi,G

1,k ,v
i,G
2,k , . . . ,v

i,G
n,k), and an n-by-n unitary matrix, and ma-

trix Σi,G
k a m-by-n diagonal matrix with nonnegative real

numbers on the diagonal. Such factorization is called Sin-
gular Value Decomposition of Mi,G

k . Diagonal entries of
Σi,G

k are known as singular values of Mi,G
k . Matrix Ui,G

k
contains the left singular vectors of Mi,G

k and matrix V i,G
k

contains the right singular vectors of Mi,G
k .

Now, we choose Mi,G
X as an example of matrix Mi,G

k
and discuss gesture analysis. Matrix Mi,G

X is decom-
posed into the product of Ui,G

X , Σi,G
X , and V i,G

X . Intu-
itively, left singular vectors in Ui,G

X form a set of pat-
terns of Mi,G

X and diagonal values in matrix Σi,G
X are sin-

gular values, thought of as scalar, by which each cor-
responding left singular vector affects matrix Mi,G

X . Let
us denote the number of left singular vectors as l, and
the element number of the j-th left singular vector as
q. We define pairs of singular values and the left sin-
gular vector as ((σ i,G

1,X ,ui,G
1,X),(σ i,G

2,X ,ui,G
2,X), . . . ,(σ i,G

l,X ,ui,G
l,X)),

for ui,G
j,X = (ûi,G

1 j,X , ûi,G
2 j,X , . . . , ûi,G

h j,X , . . . , ûi,G
q j,X) in descending

order of singular values, where ûi,G
h j,X is the h-th element

of the j-th left singular vector ui,G
j,X . The left singular

vector corresponding to the singular value expresses the
whole time-series data characteristic of better if a sin-
gular value is larger. Therefore, left singular vectors
(ui,G

1,X ,ui,G
2,X , . . . ,ui,G

l,X ) represent hand gesture characteristic
of well.
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3.1. Similarity Between Gesture Distances
Suppose that observed data series are divided

into τ i,G
T RD for training data series, and τ i,G

CHD for
checking data. Let us denote left singular vec-
tor τ i,G

X ,T RD for training data related to X coordinate
values of point Pi on the hand for gesture G as
Ui,G

X ,T RD = (ui,G
1,X ,T RD,ui,G

2,X ,T RD, . . . ,ui,G
l,X ,TRD) for ui,G

j,X ,TRD =

(ûi,G
1 j,X ,TRD, ûi,G

2 j,X ,TRD, . . . , ûi,G
h j,X ,TRD, . . . , ûi,G

q j,X ,T RD).
We define left singular vectors τ i

X ,CHD for checking
data as Ui

X ,CHD = (ui
1,X ,CHD,ui

2,X ,CHD, . . . ,ui
l,X ,CHD),

for ui
j,X ,CHD = (ûi

1 j,X ,CHD, ûi
2 j,X ,CHD, . . . , ûi

h j,X ,CHD,
. . . , ûi

q j,X ,CHD) in the same way.
To recognize hand gestures, three similarity criteria are

defined in data τ i,G = (Xi,G,Y i,G,Zi,G) as follows:

S1 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

l

∑
j=1

∣∣∣∣∣
q

∑
h=1

ûi,G
h j,k,TRD −

q

∑
h=1

ûi
h j,k,CHD

∣∣∣∣∣ . (5)

S2 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

l

∑
j=1

q

∑
h=1

∣∣∣ûi,G
h j,k,TRD − ûi

h j,k,CHD

∣∣∣ . . (6)

S3 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

√√√√ l

∑
j=1

q

∑
h=1

(ûi,G
h j,k,TRD − ûi

h j,k,CHD)2 . (7)

Similarity S1 is defined by the absolute differential of
the total left singular vector between training and check-
ing data. Similarity S2 is defined by the total absolute
differential of left singular vectors between training and
checking data in the same order. Similarity S3 is defined
by the Euclidean distance between left singular vectors of
training and checking data in multidimensional space.

Since there are w measurement points (P1,P2, . . . ,Pw),
estimated gesture G∗ is identified by the following two
estimations:

E1 : G∗ = {G f |max
f

w

∑
i=1

n(Gi
f ),

f or Gi
f = {G f |min

f
ri(U

i,G f
TRD,Ui

CHD)}} . (8)

E2 : G∗ = {G f |min
f

w

∑
i=1

ri(U
i,G f
TRD,Ui

CHD)} . . (9)

where G f is the f -th gesture among five hand gestures and
n(Gi

f ) is a counting function that is n(Gi
f ) = 1 if condition

Gi
f is satisfied at point Pi on the hand.
Estimation E1 is defined for a gesture by counting the

large number of minimized similarity values. Estimation
E2 is defined by minimized total similarity values.

3.2. Similarity Between Gesture Vector
As for the second method, gesture recognition is based

on the similarity between gesture vectors. Now, consider

the data series in Mi,G
X of Eq. (1). If one part of the data

series Xi,G
p is replaced by another data series Xi

CHD, singu-
lar values and left singular vectors of Mi

X ,CHD, differ from

those of Mi,G
X .

Mi
X ,CHD = (Xi,G

1 ,Xi,G
2 , . . . ,Xi,G

p−1,X
i
CHD,Xi,G

p+1, . . . ,X
i,G
n )T .

. . . . . . . . . . . . . . . . . . (10)

The difference between left singular vectors of X , Mi,G
X

and Mi
X ,CHD, is determined by how Xi

CHD differs from
other p − 1 data series. Mi

X ,CHD patterns change more

when Xi,G
p is replaced by many dissimilar data series than

when it is replaced by a similar one, so the difference be-
tween left singular vectors of Mi,G

X and Xi
CHD are consid-

ered a measure of the difference between Xi
CHD and other

data series. If Xi
CHD comes from another hand gesture,

the difference is used as a criterion for judging whether
Xi

CHD comes from the same hand gesture as other data se-
ries. For our algorithm, the location of Xi

CHD is fixed at the
data series end. Therefore, the n-th Xi,G

n is only replaced
by another data series Xi

CHD in Eq. (10).
To recognize hand gestures, three similarity criteria are

defined in data τ i,G = (Xi,G,Y i,G,Zi,G) as follows:

S4 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

l

∑
j=1

∣∣∣∣∣
q

∑
h=1

ûi,G
h j,k,TRD −

q

∑
h=1

ûi
h j,k,CHD

∣∣∣∣∣ (11)

S5 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

l

∑
j=1

q

∑
h=1

∣∣∣ûi,G
h j,k,TRD − ûi

h j,k,CHD

∣∣∣ . (12)

S6 : ri(U
i,G
TRD,Ui

CHD)

=
1

3lq

3

∑
k=1

√√√√ l

∑
j=1

q

∑
h=1

(ûi,G
h j,k,TRD − ûi

h j,k,CHD)2 (13)

Since there are w measurement points (P1,P2, . . . ,Pw), es-
timated gesture G∗ is identified by the following estima-
tion:

E3 : G∗ = {G f |min
f

w

∑
i=1

ri(u
i,G f
T RD,ui

CHD)} . . (14)

In our proposed method, all time series must have the
same number of data to compose matrix Mi,G

X as shown
in Eq. (1). The length of hand gestures, however, in real
measurement differs with the gestures and the subject that
performs them. Therefore, preprocessing is necessary to
make the data series have the same number of data. In
this paper, the number of data was set to be the average
number. If a data series contains more data than the av-
erage number, data is deleted from the data series at the
same interval. If a data series contains fewer data than the
average number, data is interpolated into the data series
at the same interval. Interpolated data is calculated using
quadric interpolation.
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Table 1. Recognition of gestures.

Similarity Similarity Similarity
(S1) (S2) (S3)

Estimation
(E1) 70.0 90.0 80.0

Estimation
(E2) 60.0 80.0 80.0

Table 2. Result of subject SW gestures.

Estimated Gesture of SW
Gesture CH GA GR GL CD

CH 12 1 4 4 4
GA 0 10 2 2 4
GR 0 0 0 4 0
GL 2 1 9 5 0
CD 1 3 0 0 7

Result CH GA GL GL CD

4. Results

In order to show the usefulness of the proposed meth-
ods, we distinguished between gestures of two subjects
SW and ST using two methods. Subjects only numbered
two and the number for experiments was too few, but
we need to conduct experiments with a few people too
much to reduce the difference between subjects. We re-
quested each subject to repeat movements nine times and
discussed the usefulness of the proposed methods based
on observed data. The average number of SW gesture data
was 100.3 (SD: 12.8) and that of ST gestures was 150.3
(SD: 16.4). The average number of SW and ST gestures
was 125.2 (SD: 29.0). The number of data m was set to
be 125. We set n = 5, q = 125, l = 1 and w = 5.

4.1. Similarity Between Gesture Distances
Table 1 shows recognition results for gesture patterns

based on the three different similarities – Eqs. (5), (6) and
(7). Recognition results suggest that similarity S1 and S2
leaded to relatively higher correct recognition rates. The
pair of similarity S2 and estimation E1 is 90.0%, and re-
sults suggest that the pair S2 and E1 is more feasible in
gesture recognition. Tables 2 and 3 show the counting
the number of measurement points for pair S2 and E1. For
example, 15 executions of CH of SW were recognized as
CH 12, GL twice and CD once, based on pair S2 and E1
in Table 2. Recognition results suggest that gestures CH,
GA and CD are distinguished between well, but not so
well for GR and GL of SW because ST tried to make ges-
tures more emphatic and melodramatic than SW. In gen-
eral, it is difficult to distinguish between gestures GR and
GL, so these results are understandable.

Next, by calculating left singular vectors at each
marker, we compared the accuracy of markers for gesture
recognition with similarity S2 and estimation E1. Table 4
shows the large number of minimized similarity values.

Table 3. Result of subject ST gestures.

Estimated Gesture of ST
Gesture CH GA GR GL CD

CH 8 2 3 2 0
GA 1 9 1 0 2
GR 0 0 11 1 0
GL 3 2 0 10 2
CD 3 2 0 2 11

Result CH GA GR GL CD

Table 4. Comparison of markers by gesture distances.

Sub./Ges. Markers
TW M1 M2 M3 M4 M5
CH 4/GA 4/GA 4/CD 4/GA 4/GA
GA 8/GA 9/GA 9/GA 8/GA 8/GA
GR 7/GR 8/GR 8/GR 6/GR 5/GR∗
GL 5/GL 4/GL∗ 4/GL∗ 5/GL 5/GL
CD 6/CD 5/GA 5/GA 7/CD 8/CD

ST M1 M2 M3 M4 M5
CH 8/CH 9/CH 11/CH 9/CH 7/CH
GA 7/GA 9/GA 9/GA 9/GA 5/CD
GR 9/GR 10/GR 11/GR 6/GR 9/GR
GL 7/GL 8/GL 10/GL 5/GL 8/GL
CD 4/CD∗ 5/GL 5/GL 5/CD 6/CD

Accuracy
(%) 93.85 80.28 81.58 93.75 86.15

Table 4 shows estimated gestures and the number of times
recognized for each marker and every gesture in a/b,
where b expresses a recognized gesture, and a expresses
the number of times. In addition, b∗ shows that other esti-
mated gestures exist as well as b. As a result, the first M1
was selected as the most important marker because the ac-
curacy is highest, at 93.85%. Since first marker M1 mea-
sures time series at the tip of the thumb and it is largely
related to thumb movement for gesture recognition, the
result is understandable.

4.2. Similarity Between Gesture Vectors
Table 5 shows recognition results based on the three

similarity definitions S4, S5, and S6, in Eqs. (11), (12) and
(13). Recognition results suggest that similarity defini-
tions of S5 and S6 led to relatively higher correct recogni-
tion rates while the correct rate of recognition based on S4
was very low, making S5 and S6 more feasible in gesture
recognition.

To compare markers by similarity between gesture dis-
tances, we compared the accuracy of markers by similar-
ity between gesture vectors with similarity S5 and estima-
tion E3. Table 6 shows the large number of minimized
similarity values. The first M1 was selected as the most
important marker, the same as for Table 4. We realize
that thumb movement is strongly related to gesture recog-
nition by these result.
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Table 5. Results of method for similarity between gesture
vectors.

Similarity Similarity Similarity
Sub. Ges. (S4) (S5) (S6)

CH 1 2 1
GA 3 4 4

TW GR 2 3 3
GL 1 3 3
CD 0 3 3
CH 2 2 2
GA 1 4 4

ST GR 3 4 4
GL 0 3 2
CD 0 4 4

Accuracy
(%) 30.3 80.0 75.0

Finally, we compared our proposed method and the
conventional method that calculates correlation coeffi-
cient and Principal Component Analysis (PCA) based on
gesture time series. Table 7 shows results for five meth-
ods. We used the gesture distance that distinguishes ges-
ture movement with similarity S2 and estimation E1, and
the gesture vector that distinguishes gesture movement
with similarity S5 and estimation E3. For correlation co-
efficients, the following combination of similarity S7 and
estimation E4 was used to calculate recognition accuracy.
The following combination of similarity S8 and estimation
E5 was used for clustering by principal component anal-
ysis, and the combination of similarity S9 and estimation
E5 is used for distance method by principal component
analysis:

S7 : ri(U
i,G
TRD,Ui

CHD)

=
1
3

3

∑
k=1

R(di,G
T RD,k,d

i
CHD,k) . . . . . . (15)

S8 : ri(U
i,G
T RD,Ui

CHD)

= min
f

√
H

∑
c=1

( fXY Z→c(E(d
i,G f
TRD))− fXY Z→c(E(di

CHD)))2

. . . . . . . . . . . . . . . . . . (16)

S9 : ri(U
i,G
T RD,Ui

CHD)

= min
f

√
H

∑
c=1

( fG f →c(d
i,G f
TRD)− fG f →c(di

CHD))2 . . . (17)

E4 : G∗ = {G f |max
f

1
w

w

∑
i=1

ri(U
i,G f
TRD,Ui

CHD)} (18)

E5 : G∗ = {G f |max
f

w

∑
i=1

n(ri(U
i,G f
TRD,Ui

CHD))} (19)

where di,G
TRD,k, and di

CHD are time series of training and

Table 6. Comparison of markers by gesture vectors.

Sub./Ges. Markers
TW M1 M2 M3 M4 M5
CH 2/GA 2/GA 2/GA 3/GA 2/GA
GA 4/GA 4/GA 2/GA∗ 4/GA 4/GA
GR 3/GR 3/GR 3/GR 3/GR 3/GR∗
GL 3/GL 3/GL 3/GL 3/GL 3/GL
CD 3/CD 2/GA 3/GA 2/CD 2/CD

ST M1 M2 M3 M4 M5
CH 2/CH∗ 2/CH∗ 2/CH∗ 2/CH∗ 2/CH∗
GA 4/GA 4/GA 4/GA 4/GA 4/CD
GR 4/GR 4/GR 4/GR 3/GR 3/GL
GL 4/GL 4/GL 4/GL 3/GR 4/GR
CD 4/CD 4/CD 4/CD 3/CD 4/CD

Accuracy
(%) 93.94 87.50 83.87 80.00 58.06

Table 7. Comparison of methods.

Ges. Ges. Corre. PCA PCA
Markers Dist. Vec. Co. Clus. Dist.

M1 93.85 93.94 60.0 20.0 60.0
M2 80.28 87.5 80.0 40.0 80.0
M3 81.58 83.87 80.0 60.0 40.0
M4 93.75 80.0 80.0 40.0 40.0
M5 86.15 58.06 60.0 20.0 40.0

Average 87.12 80.67 72.0 36.0 52.0
All

Markers 90.0 80.0 70.0 60.0 40.0

checking data and R(x,y) means the correlation coeffi-
cient between x and y. In addition, E( ) means an aver-
age, fA→B( ) a function of principal component analysis
that converts from variable A to principal axis B, and H
the number of principal axes where we set H = 3.

Since the gesture distance method ensures 90.0% of
recognition accuracy when all markers are used, and
87.12% in the average recognition of each marker as
shown in Table 7, this means that gesture distance is a
useful model in motion recognition. Since the recogni-
tion of the first marker of the gesture vector is 93.94%,
and compared to 80.0% for all markers from Table 7,
the gesture vector is considered a useful model. Recogni-
tion accuracy using the correlation coefficient is not worst,
but we cannot say that the model is good. Furthermore,
the cluster model using the principal component analy-
sis (PCA Clustering) and the model comparing distances
between principal axes (PCA Distance) did not provide
high accuracy. We consider this to be due to the two data
characteristics of the different length of time-series data
and the similar trajectory between gesture movements.
For Singular Value Decomposition, we consider that both
methods gesture distance and the gesture vector ensure
high recognition accuracy by extracting a movement char-
acteristic regardless of time-series data length.
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5. Discussion

Similar to speech and handwriting, gestures vary be-
tween individuals, but do not necessarily strongly depend
on the difference in individuals because human beings can
recognize a difference in individual movement in a few
observation and structure some regularity regarding on
the gesture quite naturally. The acquisition of regularity
is very important in the development of human-friendly
robot. Because robots must recognize the significance of
human gesture without depending on how many gestures
the robot observed.

Gestures involve speed, direction, the range of move-
ment, etc. Focusing on this, we have proposed a method
using Singular Value Decomposition to recognize ges-
tures. As human beings, we evaluate similarity regard-
less of observed data length with Singular Value De-
composition. In the comparing correlation coefficients,
Principal Component Analysis (PCA) and our proposed
method, the accuracy of gesture recognition by our pro-
posed method was higher than that of other methods,
demonstrating it usefulness.

In a comparison between gesture distance method and
gesture vector method, it is necessary, for the gesture vec-
tor method to prepare the number of elements of left sin-
gular vectors and to decide how to replace an element in
left singular vectors calculated from checking data with
elements using training data. For these reasons, the ges-
ture vector method is not more practical than gesture dis-
tance method at present. For gesture distance method,
recognition accuracy must be improved more. As shown
in Tables 1 to 3 and 5, however, recognition results based
on S2 and S5 showed a high recognition rate among sev-
eral similarity measures. Since the formulation of S2 and
S5 are the same, the total absolute differential of left sin-
gular vectors at the same order is suitable as a similarity
definition for gesture recognition.

This result is very important in constructing human-
friendly robots. In other words, our proposed method
which calculates the total absolute differential of a left
singular vectors at the same order is significant in eval-
uation because left singular vectors expresses a time-bin
weight for identifying whole time-series movement. We
thus find significance in expanding this method to this for-
mulation when constructing knowledge in feature space
is proposed. Regarding incorrect recognition, although
the motion was incorrectly recognized as a gesture differ-
ent from the intended one, motion data was quite simi-
lar. Gestures GR and GL, for example, have completely
different meanings but their motions are very similar in
that the hand waves left and right. Their difference lies in
whether the hand moves faster from left to right or from
right to left. Sometimes even human beings mistake dis-
tinguishing between them. We also need more discussion
about how to distinguish knowledge in feature space and
how to detect a folding point in continuous gestures.

6. Conclusions

Developing human-friendly robots makes the acquisi-
tion of regularity very important, because the robot must
recognize the significance of human gesture without de-
pending on how many gestures are observed. We there-
fore identified regularity using Singular Value Decompo-
sition in movement recognition.

A 3D motion analysis algorithm using Singular Value
Decomposition proposed for gesture recognition has been
applied to gesture recognition. Results of experiments
have showed the effectiveness of the algorithm. The algo-
rithm will be improved and more recognition experiment
discussed in future work.
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