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ABSTRACT
Singular value decomposition is used to extract features from time-
series motion data. A matrix consisting of the time-series data is
decomposed into left singular vectors which represent the patterns
of the motion and singular values as a scalar, by which each cor-
responding left singular vector affects the matrix. Gesture recog-
nition using the extracted features suggest the effectiveness of the
method.
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1. INTRODUCTION
The information of motion, such as trajectory, speed, and acceler-
ation, has been measured to analyze and evaluate motion. Time-
series data analysis is usually necessary to extract features from
the measured data. In this paper, a method to extract embodied
knowledge of body motion from time-series data by using singular
value decomposition (SVD) [1] is introduced and testified. In this
method, the left and right singular vectors and the singular values
are decomposed from a Hankel matrix defined from the data mea-
sured with sensors [2, 3]. Since the left singular vector represents
the characteristics of the matrix and the singular value represents
the strength of the corresponding left singular vector, the left sin-
gular vector with a bigger singular value is considered as a repre-
sentative pattern of the time-series data.

2. FEATURE EXTRACTION USING SVD
Suppose that w points (P1, P2, · · · , Pw) of the body are measured
while a person is performing a motion since the motion is usually
measured by multiple sensors. On point Pi, the measured data se-
ries of motion G is denoted as τ i,G. The data series of τ i,G con-
sists of three-dimensional data (Xi,G, Y i,G, Zi,G). From the time-
series data τ i,G = (Xi,G, Y i,G, Zi,G), n vectors by m data sam-
pling are extracted by overlapping and the matrices M i,G

X ,M i,G
Y ,

and M i,G
Z are constructed as a collective of the measurement data

Time
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n
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Figure 1: Design of Matrix M i,G
X

on the X,Y , and Z coordinates of the motion, respectively. Fig.
1 shows a design for constructing the matrix M i,G

X . The matrices
M i,G

X are described as M i,G
X = (Xi,G

1 , Xi,G
2 , ..., Xi,G

n )T , where
Xi,G

p = (xi,G
p,1 , x

i,G
p,2 , · · · , xi,G

p,m), p = 1, 2, · · · , n, and x is a da-
tum on the X coordinate. We define Y i,G

p and Zi,G
p in the same

way.

For any m-by-n matrix M , a factorization of M is M=UΣV ,
where U=(u1, u2, ..., um) contains the left singular vectors of M ,
V=(v1, v2, ..., vn) contains the right singular vectors of M , and
the matrix Σ is an m-by-n diagonal matrix with nonnegative real
singular values on the diagonal.

Take an m-by-n matrix M i,G
k , k = {X,Y, Z} as the general

format of M i,G
X ,M i,G

Y ,M i,G
Z , which is composed by overlapping

the subsets of measurement data. The SVD of the matrix M i,G
k is

M i,G
k = U i,G

k Σi,G
k {V i,G

k }T , where the matrix Σi,G
k is an m-by-n

diagonal matrix whose diagonal entries are the singular values of
M i,G

k . The matrix U i,G
k contains the left singular vectors of M i,G

k

and the matrix V i,G
k contains the right singular vectors of M i,G

k .
Intuitively, the left singular vectors in U i,G

X form a set of patterns
of M i,G

X and the diagonal values in matrix Σi,G
X are the singular

values, which can be considered as scalars, by which each corre-



sponding left singular vectors affect the matrix M i,G
X . That is, the

greater the singular value is, the more dominant the corresponding
pattern is.

3. GESTURE RECOGNITION
We conducted a gesture recognition experiment to demonstrate the
effectiveness of feature extraction using the left singular vectors.
Five kinds of hand gestures, CH (Come here), GA (Go away), GR
(Go right), GL (Go left), and CD (Calm down) which are com-
monly used in daily life, were performed by two subjects, SW and
ST. The gestures were performed in a 50cm×50cm×50cm cubic
space, whose zero point and coordinate system are shown in Fig. 2.
The motions of the hand gestures were measured with Movetr/3D
and GE60/W (Library, Tokyo, Japan). Five markers were mea-
sured: P1 on the tip of the thumb, P2 on the tip of the middle
finger, P3 on the tip of the little finger, P4 on the thumb side of the
wrist and P5 on the little finger side of the wrist. One gesture was
executed 9 times by each subject. Data of the first five executions
were used as the acquisition of patterns of the gesture. Data of the
last four times were used to distinguish the gesture.

Figure 2: Environment for Measurement of Gestures

The observed data series are divided into training data series and
checking data series.We developed a gesture recognition method
using the left singular vectors extracted from the time-series data
of gesture motion based on the similarity between gestures. The
similarity is defined by the total absolute differential of the left sin-
gular vectors between the training data and the checking data at
the same order. The estimation is defined by counting the number
of minimal similarity values on the markers and the most counted
gesture is output as the recognition result.

Table 1 shows the large counting number of minimized similarity
values at each marker. The results are shown in the form of a/b,
where a is the number of counted times of the most counted gesture
and b is the name of the gesture. Over 80% accuracy was obtained
at all the markers. Especially, results of the first marker P1 got the
highest accuracy of 93.85%. Since P1 measures the time series
at the tip of the thumb and is largely related to movement of the

Table 1: Recognition Accuracy
Sub./Ges. Marker

TW P1 P2 P3 P4 P5

CH 4/GA 4/GA 4/CD 4/GA 4/GA
GA 8/GA 9/GA 9/GA 8/GA 8/GA
GR 7/GR 8/GR 8/GR 6/GR 5/GR
GL 5/GL 4/GL 4/GL 5/GL 5/GL
CD 6/CD 5/GA 5/GA 7/CD 8/CD
ST P1 P2 P3 P4 P5

CH 8/CH 9/CH 11/CH 9/CH 7/CH
GA 7/GA 9/GA 9/GA 9/GA 5/CD
GR 9/GR 10/GR 11/GR 6/GR 9/GR
GL 7/GL 8/GL 10/GL 5/GL 8/GL
CD 4/CD 5/GL 5/GL 5/CD 6/CD

Accuracy
(%) 93.85 80.28 81.58 93.75 86.15

thumb, it is suggested that the motion of the thumb is important
in gesture recognition. The recognition results suggest that the left
singular vectors extracted from the time-series data can be used as
features to distinguish gestures.

In order to further study the recognition results, a questionnaire was
carried out.8 respondents watched the gesture videos and evaluated
the similarity between each two gestures. The score was given be-
tween 1 and 10 points, with 1 being not similar and 10 being very
similar. Table 2 shows the average evaluation results. Apparently,
the gestures are evaluated most similar to themselves. However,
different gestures such as Come Here and Calm Down were evalu-
ated quite similar. These results are consistent with the recognition
results to a certain degree.

Table 2: Results of the questionnaire
CH GA GR GL CD

CH 7.9 6.5 1.8 1.7 7.3
GA 6.7 9.1 1.6 1.6 6.4
GR 1.8 1.5 8.5 5.5 1.8
GL 1.6 1.5 5.7 8.0 1.7
CD 7.0 5.7 1.8 1.8 7.8
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