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Abstract—Various evolutionary multiobjective optimization algorithms (EMOAs) have replaced or augmented the notion of dominance with quality indicators and leveraged them in selection operators. Recent studies show that indicator-based EMOAs outperform traditional dominance-based EMOAs. Many quality indicators have been proposed with the intention to capture different preferences in optimization. Therefore, indicator-based selection operators tend to have biased selection pressures that evolve solution candidates toward particular regions in the objective space. This paper investigates a boosting method that prioritizes and aggregates existing quality indicators to create a single indicator that outperforms those existing ones. The proposed boosting method is carried out with a training problem in which Pareto-optimal solutions are known. It can work with a simple training problem, and a boosted indicator can effectively operate to solve harder problems. Experimental results show that a boosted selection operator outperforms exiting ones in optimality and diversity. It also exhibits robustness against different characteristics in different optimization problems and yields stable performance to solve them. Experimental results also demonstrate that the proposed boosted indicator based evolutionary algorithm (BIBEA) outperforms a well-known traditional EMOA and existing indicator-based evolutionary algorithms.

Index Terms—Evolutionary multiobjective optimization algorithms, Quality indicators, Indicator-based selection, Boosting, Boosted selection

I. INTRODUCTION

This paper proposes and evaluates new selection operators for evolutionary algorithms to solve multiobjective optimization problems (MOPs). In general, an MOP is formally described as follows.

\[
\text{minimize } F(\vec{x}) = [f_1(\vec{x}), f_2(\vec{x}), \ldots, f_n(\vec{x})]^T \in \mathcal{O}
\]

subject to \(\vec{x} = [x_1, x_2, \ldots, x_m]^T \in \mathcal{S}\) \quad (1)

\(\mathcal{S}\) denotes the decision variable space. \(\vec{x} \in \mathcal{S}\) denotes a solution candidate that consists of \(m\) decision variables. It is called an individual in evolutionary multiobjective optimization algorithms (EMOAs). \(F : \mathbb{R}^m \rightarrow \mathbb{R}^n\) consists of \(n\) real-value objective functions, which produce the objective values of \(\vec{x}\) in the objective space \(\mathcal{O}\). The goal of an EMOA is to find an individual(s) that minimize(s) objective values.

In MOPs, there rarely exists a single solution that is optimum with respect to all objectives because objective functions (i.e., \(f_1(\vec{x}), \ldots, f_n(\vec{x})\) in Equation 1) conflict with each other. Thus, EMOAs seek the optimal trade-off individuals, or Pareto-optimal individuals, by considering the trade-offs among conflicting objectives. The notion of dominance plays an important role to seek Pareto optimality in MOPs [1]. An individual \(\vec{x} \in \mathcal{S}\) is said to dominate another individual \(\vec{y} \in \mathcal{S}\) (denoted by \(\vec{x} \succ \vec{y}\)) iff the both of the following conditions are hold.

- \(f_i(\vec{x}) \leq f_i(\vec{y}) \quad \forall i = 1, \ldots, n\)
- \(f_i(\vec{x}) < f_i(\vec{y}) \quad \exists i = 1, \ldots, n\)

EMOAs often rank individuals based on the dominance relationships among them and exploit their ranks in selection operators [1]. This process is called dominance ranking.

A research trend in the design space of EMOAs is to adopt indicator-based selection operators that augment or replace dominance ranking with quality indicators [2]. A quality indicator measures the goodness of each individual. Recent research findings (e.g., [3]) show that indicator-based EMOAs outperform traditional EMOAs that use dominance ranking.

Many quality indicators have been proposed with the intention to capture different preferences in optimization [4]–[7]. Therefore, indicator-based selection operators tend to have biased selection pressures that evolve individuals toward particular regions in the objective space. For example, the hypervolume indicator favors balanced individuals that equally balance the trade-offs among all objectives, while the weighted hypervolume indicator favors extreme individuals that yield superior performance only in a limited number of objectives [4]. An open question in this context is whether a set of existing indicators can create a single indicator that outperforms those existing ones.

In order to address this question, this paper investigates a boosting method that prioritizes and aggregates quality indicators for two types of selection operators in EMOAs: (1) parent selection, which chooses parent individuals from the population to reproduce offspring and (2) environmental selection, which chooses a set of individuals used in the next generation from the union of the current population and its offspring. The proposed boosting method is carried out with a training problem in which Pareto-optimal solutions are known. It can work with a simple training problem, and a boosted indicator can effectively operate to solve harder problems.
Experimental results show that a boosted indicator outperforms existing ones in terms of optimality and diversity of individuals in the population. The boosted indicator exhibits higher robustness than existing ones against different characteristics in different problems and yields more stable performance to solve a wider range of problems. Experimental results also demonstrate that the proposed boosted indicator based evolutionary algorithm (BIBEA) outperforms a well-known traditional EMOA (NSGA-II [8]) and existing indicator-based evolutionary algorithms.

II. RELATED WORK

This paper extends the authors’ prior work [9], which was the first attempt to boost quality indicators for parent selection in EMOAs. Compared with the prior work, this paper revises the proposed boosting method and evaluates it with more problems and more metrics. Moreover, this paper leverages the proposed boosting method for environmental selection as well as parent selection, while the prior work does for parent selection only.

Several existing work have integrated ensemble methods, including boosting algorithms, with evolutionary algorithms (EAs) although they have never used ensemble methods for selection operators in EAs. For example, boosting algorithms have been integrated with genetic algorithms (GAs) to solve classification problems [10], [11]. The Boosting Genetic Algorithm integrates boosting with a GA to discover classification rules [10]. The GA is used as a base classifier in which each individual represents a classification rule. A boosting algorithm aggregates multiple base classifiers (i.e., GAs) to build a more accurate classifier than them.

Liu et al. integrate boosting with a GA for feature selection [11]. (Feature selection aims to identify the features that strongly contribute to classification accuracy.) The GA evolves a set of individuals, each of which encodes a feature selection candidate, and seeks the optimal feature selection that minimizes classification error. A feature selection candidate represents a set of boosted classifiers, each of which considers a single feature to perform classification. Boosted classifiers are constructed on a feature by feature basis.

GPBoost [12] and its variants (e.g., [13]) integrate boosting with genetic programming (GP) to solve regression problems. A GP algorithm is used as a base regression solver in which each individual represents a regression solution candidate. A boosting algorithm aggregates multiple base regression solvers (i.e., GP algorithms) to build a more accurate regression solver than them.

Yalabik et al., Santana et al. and Augusto et al. propose evolutionary ensemble methods for classification problems [14]–[16]. Yalabik et al. investigate a GA that seeks the optimal permutation of base classifiers as the optimal ensemble classifier [14]. Each individual in the GA represents an ensemble classifier that aggregates a certain set of base classifiers. The fitness of an individual is computed based on the classification errors of base classifiers that the individual contains.

Santana et al. follow a similar design to encode an ensemble classifier as an individual and integrate it with a GA, an ant colony optimization algorithm and a particle swarm optimization algorithm for feature selection [15].

Augusto et al. use multiple instances of a GA that evolves individuals, each of which represents a base classifier [16]. Different GA instances evolve individuals in parallel with different training data sets, and they periodically exchange well-performing individuals. After their evolution process, they aggregate their best-performing individuals as an ensemble classifier with a boosting-like aggregation strategy.

He et al. propose a method to examine the performance of EMOAs with an ensemble of evaluation metrics (or quality indicators) such as hypervolume ratio, generational distance and spacing [17]. The method is designed with double elimination tournaments. In order to determine which EMOAs outperform which EMOAs, different sets of non-dominated individuals from different EMOAs are evaluated through multiple elimination metrics.

III. QUALITY INDICATORS

This section describes 15 representative quality indicators that the proposed boosting method uses.

A. Hypervolume Indicator ($I_H$)

$I_H$ measures the volume of a hypercube that an individual dominates in the objective space [18]. The hypercube is formed with the individual and the reference point representing the highest (or worst) possible objective values $\vec{r} = (r_1, r_2, ..., r_n)$ where $n$ denotes the number of objectives. $I_H$ of an individual $\vec{x}$ is calculated as follows where $f_i(\vec{x})$ denotes the $i$th objective function value of $\vec{x}$.

$$I_H(\vec{x}) = \prod_{i=1}^{n} |r_i - f_i(\vec{x})|$$

$I_H$ is intended to favor balanced individuals in objective space rather than extreme ones [18].

B. Weighted Hypervolume Indicator ($I_{W1}$ to $I_{W9}$)

$I_W$ is an extension to $I_H$ in that $I_W$ places different weights on different regions in the objective space while $I_H$ places the uniform weight on all regions [4]. $I_W$ of an individual $\vec{x} = (x_1, x_2, ..., x_n)$ is computed as follows.

$$I_W(\vec{x}) = \int_{(x_1,x_2,...,x_n)} w(\vec{a})dz$$

where

$$w(\vec{a}) = \frac{\sum_{i=1}^{n} k_i(r_i - a_i)}{\sum_{i=1}^{n} e^{k_i}}$$

$w(\vec{a})$ denotes the weight of a point $\vec{a} = (a_1, a_2, ..., a_n)$ in the objective space. It is calculated by applying a weight distribution $\vec{k} = (k_1, k_2, ..., k_n)$. $k_i$ is the weight assigned to the $i$th objective. Given a greater $k_i$ value, $I_W$ favors extreme individuals that are closer to the $f_i$ axis in the objective space. Note that $I_W$ is equal to $I_H$ when $\vec{k} = (0,0,...,0)$. 
As shown in Table I, this paper considers nine variants of $I_W$ ($I_{W1}$ to $I_{W9}$) based on nine different combinations of $k_1$ and $k_2$ values. These value combinations are determined based on the parameter settings in [4]. Note that this paper uses a training problem whose objective space is two dimensional.

### Table I: 9 Variants of the Weighted Hypervolume Indicator

<table>
<thead>
<tr>
<th>$I_W$ variants</th>
<th>$k_1$</th>
<th>$k_2$</th>
<th>$I_W$ variants</th>
<th>$k_1$</th>
<th>$k_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I_{W1}$</td>
<td>10</td>
<td>10</td>
<td>$I_{W6}$</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>$I_{W2}$</td>
<td>10</td>
<td>0</td>
<td>$I_{W7}$</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>$I_{W3}$</td>
<td>0</td>
<td>10</td>
<td>$I_{W8}$</td>
<td>30</td>
<td>0</td>
</tr>
<tr>
<td>$I_{W4}$</td>
<td>20</td>
<td>0</td>
<td>$I_{W9}$</td>
<td>0</td>
<td>30</td>
</tr>
<tr>
<td>$I_{W5}$</td>
<td>20</td>
<td>20</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

C. HypE Indicator ($I_{HypE}$)

$I_{HypE}$ is also an extension to $I_H$. This indicator places different weights on different portions in the hypervolume that an individual dominates. The hypervolume is divided into multiple portions based on how many other individuals dominate it as well. $I_{HypE}$ of $\vec{x}$ is computed as follows [5].

$$I_{HypE}(\vec{x}) = \sum_{i=1}^{\mu} \frac{1}{i} H_i(\vec{x})$$  \hspace{1cm} (4)

$\mu$ denotes the population size (i.e., the number of individuals in the population). $H_i(a)$ denotes the hypervolume that is dominated by $\vec{x}$ and other $(i-1)$ individuals in the population. $H_1$ is the hypervolume that $\vec{x}$ dominates exclusively. The highest weight of 1 is given to $H_1$. $H_2$ is the hypervolume that $\vec{x}$ and another individual dominate. The second highest weight of $\frac{1}{2}$ is given to $H_2$. The lowest weight of $\frac{1}{\mu}$ is given to $H_\mu$, which all individuals in the population dominate.

D. Binary $\varepsilon$ Indicator ($I_{\varepsilon1}$ and $I_{\varepsilon2}$)

$I_\varepsilon$ takes two individuals ($\vec{x}$ and $\vec{y}$) and measures the distance between them on a per-objective basis. It is computed as follows [6].

$$I_\varepsilon(\vec{x}, \vec{y}) = \max_{i \in \{1, \ldots, n\}} (f_i(\vec{x}) - f_i(\vec{y}))$$  \hspace{1cm} (5)

This paper considers two methods to evaluate the quality of an individual ($\vec{x}$) against the other individuals in the population $P$. The first method is to sum up binary indicator values.

$$I_{\varepsilon1}(\vec{x}) = \sum_{\vec{y} \in P \setminus \{\vec{x}\}} I_\varepsilon(\vec{y}, \vec{x})$$  \hspace{1cm} (6)

The second method amplifies the influence of dominating individuals over dominated one.

$$I_{\varepsilon2}(\vec{x}) = \sum_{\vec{y} \in P \setminus \{\vec{x}\}} -e^{-I_\varepsilon(\vec{y}, \vec{x})/l}$$  \hspace{1cm} (7)

$l$ is a scaling coefficient. $l = 0.05$ in this paper, which is a recommended value in [6].

E. Binary Hypervolume Indicator ($I_{HD1}$ and $I_{HD2}$)

$I_{HD}$ takes two individuals ($\vec{x}$ and $\vec{y}$) and measures the hypervolume dominated by $\vec{x}$ but not by $\vec{y}$ [6].

$$I_{HD}(\vec{x}, \vec{y}) = \begin{cases} H(\vec{x}) - H(\vec{y}) & \text{if } \vec{x} \text{ dominates } \vec{y} \\ H(\vec{x}) - H(\vec{x}) \cap H(\vec{y}) & \text{otherwise} \end{cases}$$  \hspace{1cm} (8)

$H(\vec{x})$ denotes the hypervolume that $\vec{x}$ dominates.

Similar to $I_{\varepsilon1}$ and $I_{\varepsilon2}$, this paper considers two variants, $I_{HD1}$ and $I_{HD2}$, to evaluate the quality of an individual ($\vec{x}$) against the other individuals in the population. $I_{HD1}(\vec{x})$ and $I_{HD2}(\vec{y})$ are computed by replacing $I_{\varepsilon1}(\vec{y}, \vec{x})$ with $I_{HD}(\vec{x}, \vec{y})$ in Equations 6 and 7, respectively.

IV. THE PROPOSED BOOSTING METHOD

Algorithm 1 shows the proposed boosting method, which employs the AdaBoost algorithm [19]. It takes $M$ indicator-based parent selection operators $S$ and aggregates top $T$ operators $S^* (T \leq M)$. This paper uses 15 tournament selection operators that use 15 indicators described in Section III ($M = 15$). $T$ aggregated operators have their weights: $W^* = \{\alpha_1, \alpha_2, \ldots, \alpha_T\}$.

The proposed boosting method is carried out through an offline training with a multiobjective optimization problem in which Pareto-optimal solutions are known. This training problem is used to generate $N$ training populations, $\{p_1, p_2, \ldots, p_N\}$, each of which contains $\mu$ individuals (Line 2). These individuals represent randomly-chosen points in the region that Pareto-optimal solutions dominate in the objective space. Each training population has a weight $w_i$ ($1 \leq i \leq N$). Its initial value is $1/N$ (Line 3).

The proposed boosting method iteratively executes a loop (Line 4 to 15) $T$ times and selects one operator into $S^*$ in each iteration. (It selects $T$ operators into $S^*$ through $T$ iterations.) In each iteration, each of $M$ operators selects an individual $N_p$ times (i.e., $N_p$ individuals in total) from each training population (Line 5). The quality of those $N_p$ individuals is evaluated with the hypervolume ratio (HVR) metric [24]. HVR is computed as the ratio of the hypervolume ($HV$) of $N_p$ individuals ($D$) to the hypervolume of Pareto-optimal solutions in a training problem ($P^*$).

$$HVR(D) = \frac{HV(D)}{HV(P^*)}$$  \hspace{1cm} (9)

$HV$ measures the union of the volumes that a given set of individuals dominate in the objective space [18].

The selection of $N_p$ individuals is said to be successful if $HVR(D)$ is greater than or equal to a threshold: $\theta (\theta < 1)$. Given this condition, the selection error of each operator is calculated as shown in Line 7. The error is adjusted with each training population’s weight $w_i$ ($1 \leq i \leq N$). Then, the proposed boosting method chooses the operator $S_i^*$ that has the lowest selection error (Lines 8 and 9), and computes the operator’s weight (Lines 10, 11 and 12). A lower selection error contributes to a higher weight.
Finally, each training population’s weight is adjusted as shown in Lines 13 and 14. The weight decreases if \( s^*_t \)’s individual selection is successful; otherwise, it increases. This way, in subsequent loop iterations, the proposed boosting method places higher priorities on the training populations in which individual selection failed and favors the operators that perform successful individual selection on those populations (c.f. Line 7).

**Algorithm 1** The Proposed Boosting Method

**Input:** \( S = \{s_1, s_2, ..., s_M\} \), a set of \( M \) operators

**Output:** \( S^* = \{s^*_1, s^*_2, ..., s^*_T\} \), Weights of \( T \) aggregated operators

1. \( S^* = \phi, W^* = \phi \)
2. Generate \( N \) training populations: \( \{p_1, p_2, ..., p_N\} \)
3. Initialize each training population’s weight: \( w_i(1) = \frac{1}{N}, 1 \leq i \leq N \)
4. for \( t = 1 \) to \( T \) do
5. Each operator \( s_j \) performs individual selection \( N_{ip} \) times on each training population \( p_i \).
6. Calculate the weighted selection error (\( e_j \)) for \( s_j \)
7. \( e_j = \sum_{i=1}^{N} w_i I_{ji} \) where \( I_{ji} = \begin{cases} 0 & \text{if } s_j \text{'s selection is successful on } p_i \\ 1 & \text{otherwise} \end{cases} \)
8. Choose an operator \( s_t^* \) such that \( s_t^* \notin S^* \) and \( s_t^* = \arg\min_{s_t \in S} e_j \)
9. Add \( s_t^* \) to \( S^* \)
10. \( e_t^* = \text{the weighted selection error of } s_t^* \)
11. Calculate the weight (\( \alpha_t \)) of \( s_t^* \) as \( \alpha_t = \frac{1}{2} \log \left( \frac{1-e_t^*}{e_t^*} \right) \)
12. Add \( \alpha_t \) to \( W^* \)
13. Adjust \( w_i \) as \( w_i(t+1) = \begin{cases} w_i(t)e^{-\alpha_t} & \text{if } s_t^* \text{'s selection is successful} \\ w_i(t)e^{\alpha_t} & \text{otherwise} \end{cases} \)
14. Normalize \( w_i(t+1) = \frac{w_i(t+1)}{\sum_{q=1}^{M} w_q(t+1)} \)
15. end for
16. return \( S^*, W^* \)

**V. Boosted Indicator Based Evolutionary Algorithm (BIBEA)**

This section describes an EMOA, called Boosted Indicator Based Evolutionary Algorithm (BIBEA), which leverages a boosting method discussed in Section IV.

Algorithm 2 shows BIBEA’s algorithmic structure, which is based on an existing indicator-based EMOA: IBEA [6]. In the \( 0 \)-th generation, \( \mu \) individuals are randomly generated as the initial population (Line 2). In each generation \( (g) \), a pair of individuals, called parents \( (p_1 \) and \( p_2) \), are chosen from the current population with a boosted parent selection operator that Algorithm 1 produces (\( \text{boostedParentSelection()} \), Lines 6 and 7).

With the crossover rate \( P_c \), two parents reproduce two offspring with the SBX (self-adaptive simulated binary crossover) operator [20] (Lines 9). Each offspring performs polynomial mutation [8] with the probability \( P_m \) (Lines 10 to 15). The boosted parent selection, crossover and mutation operators are repeatedly executed on \( P_g \) until \( \mu \) offspring are reproduced (i.e., until \( |O_g| = \mu \)). The offspring \( (O_g) \) are combined with the population \( P_g \) to form \( R_g \) (\( |R_g| = 2\mu \)), which is a pool of candidates for the next-generation individuals (Line 19).

Environmental selection follows offspring reproduction. \( \mu \) individuals are selected from \( 2\mu \) individuals in \( R_g \) as the next-generation population \( P_{g+1} \) (\( \text{boostingDrivenEnvironmentalSelection()} \), Line 20). Environmental selection performs a \((\mu + \mu)\)-elitism.

**Algorithm 2** The Algorithmic Structure of BIBEA

1: \( g = 0 \)
2: \( P_g = \text{initializePopulation}(\mu) \)
3: while \( g < g_{\text{max}} \) do
4: \( O_g = \emptyset \)
5: while \( |O_g| < \mu \) do
6: \( p_1 = \text{boostedParentSelection}(P_g) \)
7: \( p_2 = \text{boostedParentSelection}(P_g) \)
8: if random() \( \leq P_c \) then
9: \( \{o_1, o_2\} = \text{crossover}(p_1, p_2) \)
10: if random() \( \leq P_m \) then
11: \( o_1 = \text{mutation}(o_1) \)
12: end if
13: if random() \( \leq P_m \) then
14: \( o_2 = \text{mutation}(o_2) \)
15: end if
16: \( O_g = \{o_1, o_2\} \cup O_g \)
17: end if
18: end while
19: \( R_g = P_g \cup O_g \)
20: \( P_{g+1} = \text{boostingDrivenEnvironmentalSelection}(R_g) \)
21: \( g = g + 1 \)
22: end while

**A. Boosted Parent Selection**

Algorithm 3 shows how the boosted parent selection operator works (c.f. \( \text{boostedParentSelection()} \) in Algorithm 2). It is constructed with \( T \) selection operators \( S^* \) and their weights \( W^* \), which Algorithm 1 produces. Each of \( T \) operators first selects one individual (i.e., parent candidate) from the population \( P \) with a \( v \)-way tournament (Line 1). In a \( v \)-way tournament, a selection operator randomly draws \( v \) individuals from \( P \) and chooses the best one based on a quality indicator that the operator uses. A weight \( \varphi_i (1 \leq i \leq T) \) is assigned to each of selected \( T \) individuals with a prioritized voting by \( T \) operators (Line 2). Priorities are given to individuals based on the weights of operators (\( \{\alpha_1, \alpha_2, ..., \alpha_T\} \)). Finally, a boosted operator chooses one of \( T \) individuals as a parent by deriving individual selection probability \( \delta_i \) from \( \varphi_i \) (\( 1 \leq i \leq T \)) (Lines 3 and 4).
Algorithm 3 Boosted Parent Selection Operator

Input: $S^* = \{s_1, s_2, \ldots, s_T\}$, $T$ aggregated operators
Input: $W^* = \{\alpha_1, \alpha_2, \ldots, \alpha_T\}$, Weights of $T$ aggregated operators
Input: $P$, a population of $\mu$ individuals
Output: an individual to be used as a parent for crossover

1. Each of $T$ operators selects one individual from the population $P$ with a $v$-way tournament. In total, $T$ individuals are selected: $\{x_1, x_2, \ldots, x_T\}$
2. Calculate the weight of each individual $x_i$ as $\varphi_i = \sum_{t=1}^T \alpha_t I_{ti}$
   where $I_{ti} = \begin{cases} 1 & \text{if } s_t \text{ selects } x_i \\ 0 & \text{otherwise} \end{cases}$
3. Calculate the selection probability of $x_i$ as $\delta_i = \frac{\varphi_i}{\sum_{i=1}^N \varphi_i}$
4. Select an individual from $\{x_1, x_2, \ldots, x_T\}$ based on $\delta_i$.

B. Boosting-driven Environmental Selection

Algorithm 4 shows how the environmental selection operator (boostingDrivenEnvironmentalSelection() in Algorithm 2) works. It uses $S^*$ and $W^*$, which Algorithm 1 produces. It first identifies a selection operator ($s^*$) that has the highest weight value (Line 1). Then, with the indicator ($I^*$) that $s^*$ uses, $\mu$ individuals are removed from $2\mu$ individuals in $R_g$ (Lines 2 to 6). Finally, the remaining $\mu$ individuals are selected to the next-generation population ($P_{g+1}$) (Line 8).

Algorithm 4 Boosting-driven Environmental Selection Operator

Input: $R_g$, $|R_g| = 2\mu$
Input: $S^* = \{s_1, s_2, \ldots, s^*_T\}$, $T$ aggregated operators
Input: $W^* = \{\alpha_1, \alpha_2, \ldots, \alpha_T\}$, Weights of $T$ aggregated operators
Output: $P_{g+1}$, a population of individuals to be used in the next generation

1. $s^* = \arg\max_{s \in S^*} \alpha_j$
2. while $|R_g| > \mu$ do
3. Rank all the individuals in $R_g$ with $I^*$, which is the indicator that $s^*$ uses.
4. Select an individual $d$ that has the worst $I^*$ value in $R_g$
5. $R_g = R_g \setminus \{d\}$
6. end while
7. $P_{g+1} = R_g$
8. return $P_{g+1}$

Although environmental selection depends on what the proposed boosting method produces, it does not use all $T$ operators in $S^*$ as parent selection does. It uses only one operator ($s^*$) in $S^*$ because it intends to minimize the degree of randomization.

VI. Experimental Evaluation

This section evaluates BIBEA as well as the proposed boosting method. Experiments were configured as shown in Table II and conducted with jMetal [21]. Every experimental result is obtained with 20 independent experiments for two dimensional problems and 10 independent experiments for three dimensional problems.

<table>
<thead>
<tr>
<th>Table II: Experimental Configurations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parameter</td>
</tr>
<tr>
<td>$M$ (Algorithm 1)</td>
</tr>
<tr>
<td>$T$ (Algorithms 1 and 3)</td>
</tr>
<tr>
<td>$N$ (Algorithm 1)</td>
</tr>
<tr>
<td>$\mu$ (Algorithms 1, 2 and 4)</td>
</tr>
<tr>
<td>$N_p$ (Algorithm 1)</td>
</tr>
<tr>
<td>$\theta$ (Algorithm 1)</td>
</tr>
<tr>
<td>$g_{\max}$ (Algorithm 2)</td>
</tr>
<tr>
<td>$v$ (Algorithm 3)</td>
</tr>
<tr>
<td>Crossover rate</td>
</tr>
<tr>
<td>Mutation rate</td>
</tr>
</tbody>
</table>

Table III shows the eight indicators that the proposed boosting method chosen from 15 indicators in order to construct a boosted selection operator. Note that this evaluation study uses $M = 15$ and $T = 8$ in Algorithms 1 and 3.

<table>
<thead>
<tr>
<th>Table III: Weight Values of Aggregated Indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Indicator</td>
</tr>
<tr>
<td>$I_{c2}$</td>
</tr>
<tr>
<td>$I_{H/D2}$</td>
</tr>
<tr>
<td>$I_{H/D4E}$</td>
</tr>
<tr>
<td>$I_{W0}$</td>
</tr>
</tbody>
</table>

A. Training and Test Problems

This evaluation study uses ZDT1 as a training problem for the proposed boosting method. ZDT1 is the simplest problem in the ZDT family problems [22]. It has 30 decision variables\(^1\) and a convex Pareto-optimal front in a two dimensional objective space (Figure 1).

ZDT2, ZDT3, ZDT4 and ZDT6 are used as test problems to evaluate the proposed boosting method and BIBEA. Each of the problems has a two dimensional objective space. ZDT2 and ZDT3 have 30 decision variables each\(^1\). ZDT4 has 10 decision variables\(^1\). ZDT6 has 10 decision variables\(^1\). ZDT2 and ZDT6 are essentially same as ZDT1 in terms of problem design and complexity; however, they have concave Pareto-optimal fronts (Figure 1). ZDT3 and ZDT4 are harder problems than ZDT1. ZDT3 has five discontinuous Pareto-optimal fronts (Figure 1). ZDT4 is a multi-modal problem that has a large number of (20\(^9\)) local optima. Its Pareto-optimal front is similar to ZDT1’s.

DTLZ family problems, DTLZ1, DTLZ2, DTLZ3, DTLZ4 and DTLZ7 [23], are also used as test problems. They have 7, 12, 12, 12 and 22 decision variables, respectively\(^1\). All of them are harder problems than ZDT1. They have three dimensional

\(^1\)It is the default setting in jMetal.
objective spaces (Figure 1). DTLZ1 has a continuous and planar Pareto-optimal front. DTLZ2, DTLZ3 and DTLZ4 have continuous and spherical Pareto-optimal fronts. DTLZ7 has four discontinuous Pareto-optimal fronts.

B. Evaluation Metrics

This paper uses three evaluation metrics: hypervolume ratio (HVR), inverted generational distance (IGD) and coverage metric (C-metric). HVR is calculated as the ratio of the hypervolume \( H(V) \) of non-dominated individuals \( D \) to the hypervolume of Pareto-optimal solutions \( (P^*) \) [24].

\[
HVR(D) = \frac{HV(D)}{HV(P^*)} \tag{10}
\]

\( HV \) measures the union of the volumes that non-dominated individuals dominate [18]. Thus, HVR quantifies the optimality and diversity of non-dominated individuals \( D \). A higher HVR indicates that non-dominated individuals are closer to the Pareto-optimal front and more diverse in the objective space.

IGD is computed as follows where \( d(v_i, D) \) is the minimum distance from a Pareto-optimal solution \( v_i \) to \( D \) [25].

\[
IGD(D) = \frac{\sum_{i=1}^{P^*} d(v_i, D)}{|P^*|} \tag{11}
\]

\( |P^*| \) denotes the number of Pareto-optimal solutions. IGD measures the optimality and diversity (more specifically, extent) of non-dominated individuals \( D \). A lower IGD indicates that non-dominated individuals are closer to the Pareto-optimal front and their extent is wider.

For both HVR and IGD, \( P^* \) are taken uniformly from the Pareto-optimal front. \( |P^*| = 1,001, 1,001, 269, 1,001, 1,001, 10,000, 10,000, 4,000, 4,000 and 676 \) in ZDT1, ZDT2, ZDT3, ZDT4, ZDT6, DTLZ1, DTLZ2, DTLZ3, DTLZ4 and DTLZ7.

C-metric compares two sets of non-dominated individuals [26]. Given non-dominated individual sets \( A \) and \( B \), \( C(A, B) \) measures the fraction of individuals in \( B \) that at least one individual in \( A \) dominates:

\[
C(A, B) = \frac{\{|b\in B \mid \exists a \in A : a > b\}|}{|B|} \tag{12}
\]

If \( C(A, B) = 1 \), all of \( B \)'s individuals are dominated by at least one individual of \( A \). If \( C(B, A) = 0 \), no individuals in \( B \) are dominated by individuals in \( A \). \( C(A, B) > C(B, A) \) indicates that \( A \) contains better individuals than \( B \).

C. Evaluation of the Proposed Boosting Method with HVR and IGD

This section evaluates a boosted indicator that aggregates the eight indicators listed in Table III in terms of optimality and diversity. Table IV shows the average HVR values that nine algorithms yield at the last generation in 10 different test problems. The total number of generations in each experiment (\( q_{\text{max}} \) in Table II) is 150 in ZDT problems, 500 in DTLZ3 and 200 in the other DTLZ problems. In Table IV, a number in parentheses indicates a standard deviation among different experiments. \( I_B \) represents BIBEA that uses a boosted indicator aggregating the eight indicators listed in Table III. (BIBEA uses \( I_{L_2} \) for its environmental selection.) Each of the other eight algorithms represents a variant of IBEA [6] that performs parent and environmental selection with an indicator listed in Table III. For example, \( I_{H\text{D}_2} \) represents a variant of IBEA that uses \( I_{H\text{D}_2} \) for parent and environmental selection. \( v \) in Table IV indicates the size of a tournament in parent selection. In each test problem, 2-way to 5-way tournament selections are examined. A bold number indicates the best result among nine algorithms on a per-row basis.

In ZDT2, ZDT4, ZDT6, DTLZ1, DTLZ3, DTLZ4 and DTLZ7, \( I_B \) outperforms the other indicators when \( v = 5 \). In ZDT1, ZDT3 and DTLZ2, \( I_B \) and \( I_{L_2} \) tie when \( v = 5 \) if HVR values are truncated to two decimal places. Table IV demonstrates that the proposed boosting method can work with a simple training problem (i.e., ZDT1) and \( I_B \) can effectively operate to solve harder problems. As described in Section VI-A, many of test problems are harder problems than ZDT1.

\( I_{L_2} \) works well in ZDT1, ZDT3 and DTLZ7; however, its performance is marginal in DTLZ1 and DTLZ3. In DTLZ1, \( I_{L_2} \) never yields 0.2 or higher HVR. The other seven (existing) indicators exhibit similar inconsistencies among different problems. For example, \( I_{H\text{D}_2} \) performs well in ZDT1 and ZDT3 but performs poorly in ZDT4, DTLZ3 and DTLZ4. (It never yields 0.62 or higher HVR in ZDT4.) In contrast, \( I_B \)'s HVR performance is much more consistent among different problems. Its worst HVR is 0.84 (DTLZ7) while \( I_{L_2} \)'s worst is 0.09 (DTLZ1), \( I_{H\text{D}_2} \)'s is 0.44 (DTLZ4) and \( I_{\text{HypE}} \)'s is 0.67 (DTLZ3). The worst HVR of \( I_{W_0}, I_{W_3}, I_H \) and \( I_1 \) is 0. This shows that \( I_B \) allows different indicators to complement with each other well.

In summary, Table IV demonstrates that \( I_B \) performs better than, or equal to, existing indicators in HVR (i.e., in optimality and diversity) in all test problems and \( I_B \) is more robust and stable than existing indicators under different characteristics in different problems.

Table V shows the average IGD values that nine algorithms yield at the last generation in 10 different test problems. In ZDT4, DTLZ1, DTLZ2, DTLZ3, DTLZ4 and DTLZ7, \( I_B \) outperforms the other indicators when \( v = 5 \). In ZDT 1 and ZDT3, \( I_B \) and \( I_{L_2} \) tie when \( v = 5 \) if HVR values are truncated to four decimal places. In ZDT6, \( I_B \) and \( I_{H\text{D}_2} \) tie when \( v = 5 \) if HVR values are truncated to four decimal places. Similar to the observation in Table IV, Table V demonstrates that the proposed boosting method can work with a simple training problem (i.e., ZDT1) and \( I_B \) can effectively operate to solve harder problems.

In Table V, \( I_B \)'s IGD performance is more consistent than the other indicators among different test problems. Its worst IGD is 0.01 (DTLZ7) while \( I_{L_2} \)'s worst is 0.01 (DTLZ3), \( I_{H\text{D}_2} \)'s is 0.01 (ZDT4 and DTLZ7), \( I_{\text{HypE}} \)'s is 0.01 (DTLZ7), \( I_{W_0} \)'s is 0.84 (DTLZ1), \( I_{W_3} \)'s 0.65 is (DTLZ1), \( I_{W_6} \)'s is 0.88 (DTLZ1), \( I_H \)'s is 0.04 (ZDT3), and \( I_1 \)'s is 0.01 (ZDT2, ZDT3
and DTLZ7). This shows that $I_B$ allows different indicators to complement with each other well.

In summary, similar to the observation in Table IV, Table IV demonstrates that $I_B$ performs better than, or equally to, existing indicators in IGD (i.e., in optimality and diversity/extent) in all test problems and $I_B$ is more robust and stable than existing indicators under different characteristics in different problems.

D. Evaluation of BIBEA with HVR and IGD

Tables VI and VII show the average HVR and IGD values, respectively, which BIBEA and three other EMOAs (IBEA-c2, IBEA-HD2 and NSGAII) yield at the last generation in 10 different test problems. IBEA-c2 is a variant of IBEA that performs parent and environmental selection with $I_{c2}$, and IBEA-HD2 is a variant of IBEA that performs parent and environmental selection with $I_{HD2}$ [6]. NSGAII is a traditional EMOA that uses dominance ranking in its parent and environmental selection [8]. All algorithms perform 5-way tournament in parent selection. In Tables VI and VII, a number in parentheses indicates a standard deviation among different experiments. A bold number indicates the best result among four algorithms on a per-row basis. A double star (**) or a single star (*) is placed for an average HVR/IGD result when the result is significantly different from BIBEA’s result based on a single-tail t-test. A double star is placed with the confidence level of 99% while a single star is placed with the confidence level of 95%.

As shown in Table VI, BIBEA yields the best average HVR among four algorithms in all problems except for ZDT1, ZDT3, DTLZ2. BIBEA outperforms IBEA-c2 in ZDT6, DTLZ1 and DTLZ3 with the confidence level of 99%. It significantly outperforms IBEA-HD2 in six problems. It significantly outperforms NSGA-II in eight problems. BIBEA significantly outperforms all the other three algorithms in ZDT6 and DTLZ3. In ZDT1, ZDT3 and DTLZ2, BIBEA’s average HVR is not the best among four algorithms; however, it is not outperformed by the other algorithms with the significance level of 95%.

BIBEA’s IGD performance is not as good as its HVR performance. It yields the best IGD among four algorithms in ZDT6 and DTLZ1. In ZDT6, BIBEA significantly outperforms the other three algorithms. In DTLZ1, it significantly outperforms IBEA-c2 and NSGA-II. NSGA-II yields the best IGD in seven problems.

It is noticeable that several or all algorithms yield high standard deviation in HVR and IGD (Tables VI and VII). For example, in Table VI, all four algorithms yield high HVR standard deviation in DTLZ4. In Table VII, BIBEA, IBEA-c2 and NSGA-II yield high IGD standard deviation in ZDT4. Therefore, this paper uses boxplots to analyze the distributions of HVR and IGD values in the problems in which standard deviations are high (Figure 2).

A box in each boxplot contains the middle 50% (or the interquartile range; IQR) of individuals. The upper edge of the box indicates the 75th percentile (the upper quartile) of individuals, and the lower edge indicates the 25th percentile (the lower quartile). The middle horizontal line in the box indicates the 50th percentile (the median). The ends of a vertical line, or a whisker, indicate the maximum and minimum individuals unless outlier individuals exist. An individual is said to be an outlier when it is not between 1.5 IQR of the lower quartile and 1.5 IQR of the upper quartile. Outlier individuals are shown as points outside the ends of a whisker. Each boxplot is drawn with the individuals that an algorithm yields in each generation.

Figures 2a to 2h show the distributions of HVR and IGD values that four algorithms yield in ZDT4, DTLZ1, DTLZ4 and DTLZ7. BIBEA yields the best or second best HVR/IGD median values in all of these problems. It also maintains the smallest box (IQR) in all those problems except ZDT4. In DTLZ4 and DTLZ7, BIBEA yields lower median values...
and smaller IQR values in IGD than NSGA-II (Figures 2f and 2h) although NSGA-II yields lower IDG average values than BIBEA (Table VII). Figures 2a to 2h demonstrate that BIBEA achieves very low dispersion and skewness in HVR than BIBEA (Table VII). Figures 2a to 2h demonstrate that BIBEA achieves very low dispersion and skewness in HVR than BIBEA (Table VII).

E. Evaluation of BIBEA with C-metric

Table VIII compares BIBEA with the other three algorithms with C-metric. The first two rows compare BIBEA and IBEA-ε2. A bold font is used to indicate a higher C-metric value between C(BIBEA, IBEA-ε2) and C(IBEA-ε2, BIBEA). C(BIBEA, IBEA-ε2) > C(IBEA-ε2, BIBEA) in six problems. This means that BIBEA outperforms IBEA-ε2 in those six problems. In ZDT3 and DTLZ1, IBEA-ε2 outperforms BIBEA; however, they yield very similar C-metric values. The differences are 1.2% in ZDT3 and 0.3% in DTLZ1.

BIBEA outperforms IBEA-HD2 in five problems. IBEA-HD2 outperforms BIBEA in DTLZ1 and DTLZ7; however, they yield very similar C-metric values. The differences are 1.8% in DTLZ1 and 1% in DTLZ7.

BIBEA outperforms NSGA-II in all ten problems. In ZDT6 and DTLZ2, no individuals of NSGA-II dominate BIBEA individuals. A very limited number of NSGA-II individuals can dominate BIBEA individuals; for example, 0.1% in ZDT1 and DTLZ7, 0.4% in ZDT2, 0.6% in ZDT3, 1% in DTLZ1, and 1.7% in DTLZ3.

F. Evaluation of BIBEA in Convergence Velocity

This section evaluates the convergence velocity of four different algorithms with HVR. Figure 3 shows how four algorithms improve their HVR values as the number of function evaluations increases. BIBEA improves its HVR faster than the other three algorithms in ZDT1, ZDT2, ZDT4, ZDT6, DTLZ4, DTLZ7. Particularly, in DTLZ4, BIBEA converge significantly faster than other algorithms.

In DTLZ1 and DTLZ3, BIBEA's convergence velocity is not the best but fairly acceptable. In fact, it is only slower than IBEA_HD2 at the beginning of experiments. However, it can converge to a higher HVR value toward the last function evaluation in both problems.

Moreover, IBEA-ε2 encounters premature convergence in DTLZ1, DTLZ3 and DTLZ4, IBEA-HD2 does in ZDT4, DTLZ4 and DTLZ7. NSGAIi has the same problem in DTL22, DTL24 and DTL27. In contrast, BIBEA never encounters premature convergence. This means BIBEA's convergences...
<table>
<thead>
<tr>
<th>I$_B$</th>
<th>I$_{e2}$</th>
<th>I$_{B/e2}$</th>
<th>I$_{Hyp E}$</th>
<th>I$_W$</th>
<th>I$_{W/e2}$</th>
<th>I$_G$</th>
<th>I$_{G/e2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>0.0018 (0.0001)</td>
<td>0.0017 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0002 (0.0000)</td>
<td>0.0268 (0.0002)</td>
<td>0.0287 (0.0002)</td>
<td>0.0283 (0.0006)</td>
</tr>
<tr>
<td>ZDT2</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0001 (0.0000)</td>
<td>0.0264 (0.0000)</td>
<td>0.0287 (0.0001)</td>
<td>0.0283 (0.0007)</td>
</tr>
<tr>
<td>ZDT3</td>
<td>0.0018 (0.0001)</td>
<td>0.0017 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0001 (0.0001)</td>
<td>0.0283 (0.0010)</td>
<td>0.0285 (0.0007)</td>
<td>0.0284 (0.0008)</td>
</tr>
<tr>
<td>ZDT4</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0001 (0.0001)</td>
<td>0.0283 (0.0010)</td>
<td>0.0285 (0.0007)</td>
<td>0.0284 (0.0008)</td>
</tr>
<tr>
<td>ZDT5</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0001 (0.0001)</td>
<td>0.0283 (0.0010)</td>
<td>0.0285 (0.0007)</td>
<td>0.0284 (0.0008)</td>
</tr>
<tr>
<td>ZDT6</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0018 (0.0001)</td>
<td>0.0001 (0.0001)</td>
<td>0.0283 (0.0010)</td>
<td>0.0285 (0.0007)</td>
<td>0.0284 (0.0008)</td>
</tr>
</tbody>
</table>

**TABLE V: Comparison of I$_B$ and Other Eight Indicators with IGD**

<table>
<thead>
<tr>
<th>BIBEA</th>
<th>BIBEA-e2</th>
<th>BIBEA-HD2</th>
<th>NSGAII</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>0.99124 (0.00073)</td>
<td>0.99140 (0.00053)</td>
<td>0.99124 (0.00057)</td>
</tr>
<tr>
<td>ZDT2</td>
<td>0.97855 (0.00201)</td>
<td>0.97816 (0.00141)</td>
<td>0.85718 (0.22804)*</td>
</tr>
<tr>
<td>ZDT3</td>
<td>0.98915 (0.01717)</td>
<td>0.98859 (0.0117)</td>
<td>0.98081 (0.00938)</td>
</tr>
<tr>
<td>ZDT4</td>
<td>0.96062 (0.03159)</td>
<td>0.96968 (0.03652)</td>
<td>0.95792 (0.23133)**</td>
</tr>
<tr>
<td>ZDT6</td>
<td>0.97168 (0.00502)</td>
<td>0.97166 (0.00711)**</td>
<td>0.96300 (0.00709)**</td>
</tr>
<tr>
<td>DTLZ1</td>
<td>0.93482 (0.02646)</td>
<td>0.90988 (0.02899)**</td>
<td>0.85456 (0.14099)</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>0.89625 (0.01355)</td>
<td>0.94670 (0.00887)</td>
<td>0.88071 (0.01155)**</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>0.87066 (0.03315)</td>
<td>0.13781 (0.05099)**</td>
<td>0.81664 (0.06968)*</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>0.88277 (0.20642)</td>
<td>0.78530 (0.25371)</td>
<td>0.61014 (0.40272)</td>
</tr>
<tr>
<td>DTLZ7</td>
<td>0.91760 (0.00504)</td>
<td>0.89312 (0.06185)</td>
<td>0.68389 (0.14252)**</td>
</tr>
</tbody>
</table>

VII. CONCLUSIONS

This paper proposes and evaluates a novel method that leverages a boosting algorithm to obtain an aggregated selection operator from various existing indicator-based selection operators. Experimental results show that a boosted selection operator outperforms existing ones in optimality, diversity and convergence velocity. The proposed boosting process can work with a single training problem, and the boosted operator can effectively solve harder problems. The boosted operator also exhibits robustness against different characteristics in different problems and yields stable performance to solve them.

Several future extensions are planned for the proposed boosting method. First, the notion of boosted indicator-based selection will be studied in environmental selection as well as parent selection. (Environmental selection chooses a set of individuals used in the next generation from the union of the current population and its offspring.) Second, the notion of boosted indicator-based selection will be evaluated in other problems than ZDT and DTLZ problems.
### TABLE VII: Comparison of BIBEA and Other Three EMOAs with IGD

<table>
<thead>
<tr>
<th></th>
<th>BIBEA</th>
<th>BIBEA-ε2</th>
<th>IBEA-HD2</th>
<th>NSGAII</th>
</tr>
</thead>
<tbody>
<tr>
<td>ZDT1</td>
<td>0.00018 (0.00001)</td>
<td><strong>0.00017 (0.00001)</strong></td>
<td>0.00018 (0.00001)</td>
<td>0.00022 (0.00001)**</td>
</tr>
<tr>
<td>ZDT2</td>
<td>0.00043 (0.00003)</td>
<td>0.00042 (0.00006)</td>
<td>0.00037* (0.00049)*</td>
<td>0.00022 (0.00002)*</td>
</tr>
<tr>
<td>ZDT3</td>
<td>0.00223 (0.00146)</td>
<td>0.00215 (0.00105)</td>
<td>0.00209 (0.00123)</td>
<td><strong>0.00074 (0.00149)</strong>**</td>
</tr>
<tr>
<td>ZDT4</td>
<td>0.01413 (0.00221)</td>
<td><strong>0.00120 (0.00238)</strong></td>
<td>0.01564 (0.00633)**</td>
<td>0.01097 (0.01046)</td>
</tr>
<tr>
<td>ZDT6</td>
<td><strong>0.00025 (0.00003)</strong></td>
<td>0.00050 (0.00010)**</td>
<td>0.00337 (0.00007)**</td>
<td>0.00068 (0.00014)**</td>
</tr>
<tr>
<td>DTLZ1</td>
<td><strong>0.00058 (0.00002)</strong></td>
<td>0.00773 (0.00157)**</td>
<td>0.00124 (0.00126)</td>
<td>0.00432 (0.00490)*</td>
</tr>
<tr>
<td>DTLZ2</td>
<td>0.00101 (0.00002)</td>
<td><strong>0.00102 (0.00002)</strong>*</td>
<td>0.00140 (0.00003)**</td>
<td><strong>0.00080 (0.00003)</strong>*</td>
</tr>
<tr>
<td>DTLZ3</td>
<td>0.00109 (0.00018)</td>
<td>0.01075 (0.00173)**</td>
<td>0.00257 (0.00059)**</td>
<td><strong>0.00135 (0.00007)</strong>*</td>
</tr>
<tr>
<td>DTLZ4</td>
<td>0.00210 (0.00256)</td>
<td>0.00543 (0.00317)</td>
<td>0.00452 (0.00370)</td>
<td><strong>0.00206 (0.00259)</strong></td>
</tr>
<tr>
<td>DTLZ7</td>
<td><strong>0.00315 (0.00024)</strong></td>
<td>0.00381 (0.00002)</td>
<td>0.01837 (0.00952)**</td>
<td><strong>0.00239 (0.00023)</strong>**</td>
</tr>
</tbody>
</table>

### TABLE VIII: Comparison of BIBEA and Other Three EMOAs with C-metric

<table>
<thead>
<tr>
<th></th>
<th>BIBEA</th>
<th>BIBEA-ε2</th>
<th>IBEA-HD2</th>
<th>NSGAII</th>
</tr>
</thead>
<tbody>
<tr>
<td>C(BIBEA, BIBEA-ε2)</td>
<td><strong>0.396 (0.602)</strong></td>
<td><strong>0.384 (0.528)</strong></td>
<td><strong>0.392 (0.682)</strong></td>
<td><strong>0.384 (0.528)</strong></td>
</tr>
<tr>
<td>C(BIBEA, BIBEA)</td>
<td>0.185</td>
<td>0.123</td>
<td><strong>0.396 (0.738)</strong></td>
<td>0.089</td>
</tr>
<tr>
<td>C(BIBEA-HD2, BIBEA)</td>
<td><strong>0.287 (0.485)</strong></td>
<td><strong>0.342 (0.588)</strong></td>
<td><strong>0.394 (0.614)</strong></td>
<td><strong>0.318 (0.603)</strong></td>
</tr>
<tr>
<td>C(NSGAII, BIBEA)</td>
<td>0.001</td>
<td>0.004</td>
<td><strong>0.006 (0.059)</strong></td>
<td>0</td>
</tr>
</tbody>
</table>
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Fig. 2: Boxplots for ZDT4, DTLZ1, DTLZ4 and DTLZ7
Fig. 3: Convergence Velocity